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Abstract 

This paper presents a cluster analysis of structural economic change within NUTS3 
regions in the EU15. Based on regional changes in the employment shares of broad 
sectors since 1980, as well as the degree of initial and current specialisation in each 
sector, regions are allocated to one of eight clusters via a k-means clustering 
approach. These clusters are then interpreted in light of current debates about ‘left 
behind places’. We find that there are several clusters of regions that have 
experienced less favourable structural change over the past four decades, each with 
their own set of characteristics.  

1. Introduction: the importance of structural economic change for 
European regions 

There have been fundamental changes in the economic structures of European regions over the last 
several decades. These shifts are important to understand in light of debates about regions which 
have been ‘left behind’ by technological change and globalisation and marginalised by the increasing 
concentration of skilled jobs in cities (Kühn, 2015; MacKinnon et al., 2021). For instance, the 
(continued) decline of the manufacturing sector in many regions across Europe is cited as one of the 
factors behind the rise of political disenchantment and discontent in recent decades (Baccini & 
Weymouth, 2021; Caselli et al., 2021; Essletzbichler et al., 2018; Rodríguez-Pose, 2018).  

As well as the process of deindustrialisation, the extent to which regions have managed to expand 
activity in knowledge-intensive, high value-added, tradeable services, versus relying on growth in 
lower value-added, non-tradable services, has been important for their economic, social and political 
fortunes (Florida, 2021; Iammarino et al., 2017; Martin, 2015). In particular, there is concern that 
employment growth in certain regions has increasingly been in relatively low value-added sectors 
characterised by lower-paid, lower-quality employment (Capello & Fratesi, 2013; Consoli & Sánchez-
Barrioluengo, 2019). These shifts have implications not only for productivity growth and thus the 
performance of the regional economy (Tyler et al., 2017), but also for the employment 
opportunities, conditions and living standards of people working in these regions. 

This working paper analyses the changing economic structures of EU15 regions from 1980 to 2017, 
using a cluster analysis to group regions according to both their initial sectoral structures and the 
changes in these structures over the subsequent 37 years. The aim is to identify clusters of regions 
that have experienced similar patterns of sectoral change, including clusters that are characterised 
by less favourable forms of structural transition (or lack thereof). The analysis is designed to enable 
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an exploration of the heterogeneity that exists within both structurally advantaged and structurally 
weaker regions, in line with other analysis that emphasises the existence of a variety of different 
types of ‘left behind’ places (Martin et al., 2021). Through the analysis several types of regions are 
identified that could be described as less structurally advantaged, including: regions affected by 
large-scale deindustrialisation; regions characterised by a reliance on public sector employment in 
the absence of a strong tradeable economy; and regions characterised by a high and/or growing 
presence of low value-added service activities such as retail and hospitality. The identification of 
these groups of regions as relatively distinct clusters illustrates the variegation that exists when it 
comes to structural change at the regional level.   

2. Data 

For this analysis, we measure the sectoral structure of the regional economy based on employment, 
rather than output, because the former is likely to be of more direct relevance in shaping the 
economic opportunities for people living and working in the region in question. Our data come from 
the Annual Regional Database of the European Commission's Directorate General for Regional and 
Urban Policy (ARDECO). The data series used is ‘Employment by NACE Sector’, which breaks down 
total employment in all NUTS3 regions into six (groups of) NACE (Nomenclature statistique des 
Activités économiques dans la Communauté Européenne) sectors1:  

• agriculture (NACE sector A),  
• industry (NACE sectors B-E)2,  
• construction (NACE sector F),  
• other private services (NACE sectors G-J),  
• financial and business services (NACE sectors K-N), and  
• public sector (referred to as ‘non-market services’ by ARDECO) (NACE sectors O-U)3.  

Of these six sectors, we only use four: industry;  financial and business services;  other private 
services; and the public sector. The sector labelled ‘other private services’ is composed of the sub-
sectors wholesale and retail; accommodation and food services; transport and storage; and 
information and communication. Of these, wholesale and retail is by far the biggest sector across the 
EU15, followed by the accommodation and food service sector (also referred to as the hospitality 
sector) (Eurostat, 2022). 

Two sectors are left out of the analysis. Agriculture is not included because the employment data for 
this sector is either incomplete or lacking in precision for many UK regions, meaning we would lose 
these regions from the cluster analysis if agriculture is included.4 It additionally tends to be a very 
small sector in employment terms. The construction sector is excluded because, like the agricultural 
sector, it tends to be small in size, and we want to prevent this small sector from having an outsized 

 
1 Although the six categories used by ARDECO are a combination of individual sectors and groups of 
sectors, the term ‘sector’ is used for all six in the rest of this paper.  
2 This broad sector includes mining and quarrying; electricity, gas, steam and air-conditioning supply; 
and water supply, sewerage, waste management and remediation. 
3 This final group isn’t strictly limited to non-market services, since it also includes the sectors ‘Arts, 
Entertainment and Recreation’ and ‘Other Service Activities’. However, the sectors ‘Public 
Administration and Defence, Compulsory Social Security’, ‘Education’, and ‘Human health Services 
and Residential Care and Social Work Activities’ make up the majority of employment in this group.  
4 Due to the rounding used in the UK employment data after the year 2000, it is unfortunately not 
possible to reliably calculate agricultural employment using total employment and employment in each 
of the other sectors. 
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influence on the results, particularly because of the ambiguity inherent in interpreting its role in 
structural change.5 Appendix A has more detail on how the results differ when these two sectors are 
included in the analysis. Employment is counted at the region of work, and so the data refer to the 
sectoral mix of workers employed in each region rather than those living in the region, although in 
many cases a considerable proportion of regional workers are likely to be resident in the same 
NUTS3 region.  

We use data for the years 1980 and 2017 (the latest available complete data at the time of writing). 
We use 1980 as our starting point because for many regions the 1980s were an important decade in 
terms of structural change, especially with regards to the growth of financial and business services. 
Particularly in the UK, there are regions in which more than half of the total growth in financial and 
business services seen between 1980 and 2017 occurred during the 1980s. Because no data is 
available for eastern German regions before 1991, the choice of 1980 as our starting point does 
mean that these areas (which account for 19 per cent of German regions) are omitted from the 
analysis. Furthermore, we exclude the French overseas territories, but include the Canary Islands, 
Azores and Madeira. In total our sample contains 1,023 NUTS3 regions. 

3. Methods 

Input variables for cluster analysis 

To measure sectoral change, we subtract each sector’s employment share in 1980 from its 
employment share in 2017, in order to arrive at the change in that sector’s share of overall 
employment, expressed in percentage points. The reason for measuring sectoral change as the 
difference between a sector’s employment share in 1980 and its employment share in 2017, rather 
than as a proportion of the sector’s initial employment share, is because we’re interested in the 
effect of changes in the size of each sector on the overall composition of regional employment, and 
because we want to prevent small sectors that experience large changes in employment as a 
proportion of their initial size from having a disproportionate effect on the results. 

Although the aim of the analysis is to capture sectoral change, we also include the employment 
share of each sector in 1980, and its share of employment in 2017, as inputs in the cluster analysis. 
This is because in evaluating sectoral change, the initial sectoral composition of regions also matters. 
For instance, the same amount of decline in industrial employment will have different impacts 
depending on the initial size of the industrial sector as a share of the overall economy, and the same 
is true for growth or decline in other sectors. Unlike other analyses (Capello & Fratesi, 2013), we 
measure how the sectoral composition of the regional workforce compares to the national sectoral 
mix, using location quotients. The reason for this is to remove national differences in sectoral 
structure from consideration in order to identify groups of regions that have experienced similar 
structural shifts relative to their country as a whole. The changing role that regions play in their 
national economic structure is likely to be a more salient reference point when it comes to shaping 
perceptions of being ‘left behind’ or not than how they compare to the economic structure of the 
EU15 as a whole (Hüther & Südekum, 2019; Martin et al., 2021). Moreover, regional differences 
within the same country are likely to have greater relevance than differences between countries 
when it comes to individual decisions about residential (im)mobility, since people are more likely to 
consider relocating to another region within their current member state than to another country. To 

 
5 The construction accounted for 8.7 per cent of employment across the EU15 in 1980, and 6.1 per 
cent in 2017. The agricultural sector accounted for 8.7 per cent of employment in 1980 and 2.1 per 
cent in 2017. 
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calculate the location quotients for each sector, the region-level employment shares are divided by 
the employment share of the relevant sector at the national level, and the resulting measure is thus 
an indicator of the extent to which a sector is over- or under-represented in the region relative to 
the national sectoral structure. 

To summarise, the input variables to the clustering are the following: 

• Location quotients 1980: 
o Industry 
o Financial & business services 
o Public sector 
o Other private services 

• Change in employment share (in percentage points): 
o Industry 
o Financial & business services 
o Public sector 
o Other private services 

• Location quotients 2017: 
o Industry 
o Financial & business services 
o Public sector 
o Other private services 

Clustering approach 

Using these input variables, a cluster analysis was conducted to group NUTS3 regions into clusters 
that share similar combinations of characteristics. Though in regional analysis, hierarchical clustering 
methods are sometimes used (Aumayr, 2006; Hedlund, 2016; Kronthaler, 2005), here a k-means 
approach was chosen since it was found to result in more intuitive and well-defined clusters and to 
be less sensitive to outliers. K-means clustering is an oft-used technique in analysis of 
neighbourhood types (Delmelle, 2016; Patias et al., 2021; Wei & Knox, 2014).  

The aim of k-means clustering is to assign objects to a predetermined number of clusters (k) such 
that within-cluster variance is minimised and between-cluster variance is maximised.6 To achieve 
this, the k-means method uses an iterative cycle of steps. First, a predefined number of data points 
are randomly selected to act as initial cluster centroids and each data point is assigned to its nearest 
centroid. Then, the cluster centroids are moved, such that the sum of the squared Euclidean 
distances between the centroid and the data points assigned to that centroid is minimised. Each 
data point is again assigned to its nearest centroid, and the cycle starts again. These steps are 
repeated until each data point is assigned to its ‘optimal’ centroid and the centroid positions are 
stable.  

Because the exact solution found by the k-means algorithm varies depending on the initial position 
of the cluster centroids, we use a modification that involves taking multiple sets of starting positions 
and selecting the ‘best’ set, i.e. the set that minimises the total squared sum of distances, as the 
starting point for the iterative cycle. Fränti and Sieranoja (2019) find that this technique, sometimes 

 
6 More precisely, minimising within-cluster variance (i.e. the sum of the squared distances between 
each data point in a cluster and the cluster centroid) is the aim that the k-means algorithm was 
designed for and the aim that it is mostly used for, but the same algorithm can be used to achieve 
aims other than this (Fränti & Sieranoja, 2019).  
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called repeated k-means or multi-start k-means, tends to lead to significant improvement in the 
performance and stability of the k-means algorithm.  

As no definitive criterion exists to determine the ‘right’ number of clusters, an elbow plot and 
silhouette plot were examined. These both suggested that an eight-cluster solution represented a 
good balance between separation of clusters and the amount of overall variance explained, while 
maintaining a manageable number of clusters. Even with eight clusters, only 44.4 per cent of the 
total variance (sum of squares) is explained, attesting to the degree of heterogeneity across EU15 
regions in terms of sectoral structure and change, and the inherent difficulty in capturing the 
multidimensional nature of structural change in a small number of clusters.  

4. Results: distinct patterns of structural change as identified through 
cluster analysis 

Table 1 shows the number of regions that are part of each cluster, along with cluster mean values on 
each of the indicators used. Each cluster clearly displays a distinct combination of sectoral location 
quotients and sectoral shifts over time.  
 

Table 1: Cluster mean values on each indicator 

  Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5  Cluster 6 Cluster 7  Cluster 8 

Location quotients 1980         

Industry 1.6 1.2 0.7 0.7 0.8 1.0 0.7 0.6 

Fin. & bus. services 0.7 0.6 0.6 1.0 2.0 0.9 1.0 0.7 

Public sector 0.8 0.9 1.5 1.0 0.8 1.1 1.0 0.8 

Other private services 0.8 0.8 0.9 1.4 0.9 1.1 1.4 0.8 

Change in empl. share         

Industry -25.0 -7.5 -7.5 -9.0 -10.2 -14.1 -7.7 -3.2 

Fin. & bus. services 8.1 6.1 6.2 4.0 -3.3 10.5 5.6 4.6 

Public sector 12.3 7.4 3.6 16.6 12.8 7.7 5.0 13.8 

Other private services 8.5 4.9 5.7 -5.9 8.5 2.3 6.6 10.3 

Location quotients 2017         

Industry 1.4 1.7 0.9 0.7 0.8 0.9 0.7 0.9 

Fin. & bus. services 0.8 0.7 0.7 0.9 1.2 1.0 0.9 0.6 

Public sector 1.0 0.9 1.2 1.2 1.0 1.0 0.9 1.0 

Other private services 1.0 0.9 1.0 1.0 1.0 1.0 1.3 0.9 

Number of regions 147 216 165 81 46 177 59 132 

Percentage of regions 14.4 21.1 16.1 7.9 4.5 17.3 5.8 12.9 

Population in 2017 
(million) 64.2 55.0 39.0 21.9 22.6 122.4 24.0 16.2 

Percentage of total EU15 
population 17.6 15.0 10.7 6.0 6.2 33.5 6.6 4.4 

Source: Authors’ analysis based on ARDECO data on employment by NACE sector. Darker colour = higher location 
quotient/increase in employment share, except for change in industry where a darker colour indicates a larger decrease in 
the employment share of industry (given that the overall trend for this period is one of deindustrialisation).  
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Figure 1 shows the geographic distribution of the clusters across the EU15.  
 

Figure 1: Cluster assignment of all NUTS3 regions in the EU15 

Source: Authors’ analysis based on ARDECO data on employment by NACE sector. Source of administrative boundaries is 
EuroGeographics. 

 

Cluster descriptions 

Below we describe the main characteristics of each of the eight clusters, based on the mean values 
for each indicator shown in Table 1. It is important to bear in mind that there often is substantial 
within-cluster variety, so the regions in a particular cluster will vary in certain ways from the general 
pattern seen for that cluster as a whole.  

 

Cluster 1: Old industrial regions affected by deindustrialisation 
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In 1980 these regions were heavily specialised in industry, but between 1980 and 2017 they tended 
to see a very substantial reduction in their industrial employment share. This fall in industrial 
employment was accompanied by a relative increase in the employment share of the public sector in 
particular. In 2017 these regions still had an above-average share of employment in industry 
compared to their nation as a whole, with a lower-than-average share of employment in financial 
and business services. Example regions include Charleroi (Belgium), Herne (Germany), Loire (France), 
Torino (Italy), and Wolverhampton (UK). 

Cluster 2: Retention of industry 

These regions also had an overrepresentation of industrial employment in 1980, but less so than 
regions in cluster 1. Over the next four decades, these regions experienced a much more modest 
decline in industrial employment than regions in cluster 1, and as a result this cluster had overtaken 
the first cluster as the one with the highest industrial specialisation in 2017. Example regions include 
Innviertel (Austria), Donnersbergkreis (Germany), Morbihan (France) and West Cumbria (UK). 

Cluster 3: Public sector-oriented 

Regions in this cluster were characterised by a large initial share of public sector employment. They 
tended to experience a slight reduction in the relative size of the public sector between 1980 and 
2017. However, at the end of the period they still retained a higher-than-average share of 
employment in this sector. These regions tended to see average growth in the share of employment 
in financial and business services and in other private services. Example regions include Hérault 
(France), Birkenfeld (Germany), Västerbottens län (Sweden), Cagliari (Italy) and Blackpool (UK). 

Cluster 4: Public sector growth 

These regions share a similarity with regions in cluster 3 in the sense of having an 
overrepresentation of public sector employment in 2017, compared to their country overall.  
However, unlike regions in cluster 3, this overrepresentation was the result of strong growth in 
public sector employment over time, rather than an initially high employment share in this sector. In 
fact, these regions started off being specialised in the ‘other private services’ sector more so than 
the public sector. Example regions include Nordfriesland (Germany), Haute-Vienne (France), 
Zuidwest-Drenthe (Netherlands), and the Shetland Islands (UK). 

Cluster 5: Established financial and business service centres 

Regions in this cluster are characterised by a very high location quotient for financial and business 
services in 1980, but a decline in the employment share of this sector over the subsequent four 
decades. As a result, the location quotient for financial and business services in these regions had, 
on average, substantially reduced by 2017, though the sector remained overrepresented in these 
regions. Alongside a moderate decline in financial and business service employment, these regions 
tended to see an increase in the share of employment in the public sector as well as in other private 
services. Example regions include Camden & City of London (UK), München (Germany), West-Noord-
Brabant (Netherlands), and Dublin (Ireland).  

Cluster 6: Emerging financial and business service centres 

This is the largest cluster both in terms of number of regions and population. Unlike cluster 5, this 
cluster started off with a slight underrepresentation of financial and business service employment in 
1980 compared to the national share of this sector. However, from 1980 to 2017 these regions 
tended to see strong growth in financial and business services, the strongest growth in fact of any of 
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the eight clusters. As a result, in 2017 the financial and business service location quotient of these 
regions was, on average, greater than 1, indicating that these regions may be becoming more 
specialised in this sector. This cluster is comprised of mostly urban regions, including several large 
metropolitan areas. However, it also includes a fair number of regions defined by Eurostat as 
‘intermediate’ (Eurostat, 2020). Example regions include Hautes-de-Seine (France), Groot-
Amsterdam (Netherlands), Glasgow (UK), Gent (Belgium), and Bologna (Italy). 

Cluster 7: Retail & hospitality-oriented 

In 1980 these regions had large location quotients for other private services, and due to moderate 
growth in this sector over time they retained this characteristic up to 2017; in fact in 2017 these 
regions had the largest specialisation in other private services of all clusters. This sector, as described 
above, includes retail, hospitality, and transport – sub-sectors that tend to be characterised by 
lower-than-average productivity and wages. These regions tended to see only moderate growth in 
employment in financial and business services and in the public sector between 1980 and 2017, and 
as a result these sectors tended to make up a smaller share of the regional economy in 2017 than in 
1980. This cluster contains a mix of smaller cities, intermediate regions and rural regions. Example 
regions include Tiroler Oberland (Austria), Tenerife (Spain), Alpes-Maritimes (France), and Rimini 
(Italy).  

Cluster 8: Growth in retail & hospitality and public sector 

These regions had a lower-than-average share of employment in all four sectors in 1980. A 
complementary examination of their average employment share in agriculture indicates that they 
initially specialised in agriculture, but that this specialisation declined over time. At the same time, 
these regions experienced large increases in employment in other private services (again, a sector 
dominated by wholesale and retail as well as, to a lesser extent, hospitality), as well as in the public 
sector, but relatively low growth in financial and business services. In 2017, this cluster had the 
largest underrepresentation of financial and business service employment of all the clusters. This 
cluster is the most rural of all the clusters, and contains many peripheral regions in southern Europe. 
Example regions include Pieria (Greece), Cuenca (Spain), Gard (France), Lecce (Italy) and Oeste 
(Portugal).  

Geographic distribution of clusters across countries 

As shown in Table 2, no cluster is confined to just one or a small number of countries, but instead 
each cluster is observed across most EU15 countries. To take one example, regions characterised by 
large-scale deindustrialisation (cluster 1) can be found in Finland, Ireland, the UK, the Netherlands, 
Belgium, France, Germany, Austria, Spain, Italy and Greece.7  This doesn’t necessarily imply a 
convergence in the sectoral structures of EU15 regions (nor, for that matter, divergence), it just 
means that the same patterns of sectoral change can be found in regions across multiple member 
states. For instance, the Italian region of Biella and the UK region of Calderdale and Kirklees share a 
similar history of extensive industrial employment loss and a tendency for this loss to be 

 
7 Of course, the clustering is based on measures of sectoral structure relative to the national structure 
of employment, so the absolute size of the industrial sector (as a share of employment) in 1980 and 
2017 does vary between cluster 1 member regions located in different countries. For instance, in 
western German regions belonging to cluster 1 the industrial sector shrank, on average, from 50 per 
cent to 24 per cent of regional employment, but in Irish regions belonging to cluster 1 the decline was 
somewhat less severe, from 30 per cent to 14 per cent of employment. Nonetheless, across all 
countries, cluster 1 regions experienced considerable industrial employment loss. 

https://doi.org/10.31235/osf.io/xsgf9
https://doi.org/10.31235/osf.io/xsgf9


Working paper 01/22                DOI: 10.31235/osf.io/xsgf9
  

10 
 

compensated by employment in the public sector and in other private services more so than in 
financial and business services.  

There are, however, also notable differences between EU15 countries in terms of the types of 
clusters found. Cluster 1 (Old industrial regions affected by deindustrialisation) is the most prevalent 
cluster in the UK, but in Germany cluster 2 (Retention of industrial sector) is the most common 
cluster, followed by cluster 3 (Public sector-oriented). In part these patterns reflect national 
differences in forms and rates of deindustrialisation(Rosés & Wolf, 2019; van Neuss, 2018). France 
also has a relatively high number of regions that belong to cluster 2, but clusters 6 (Emerging 
financial and business service centres) and 8 (Growth in retail & hospitality and public sector) are 
also very prevalent. Cluster 8 is by far the most common cluster in Spain, Portugal and Greece. 
 

Table 2: Percentage of NUTS3 regions in each country that belong to each cluster 

 Cluster: 
1  

Deindus-
triali-
sation 

2  
Retention 

of  
industry 

3  
Public 
sector-

oriented 

4  
Public 
sector 
growth 

5  
Established 
fin. & bus. 
Services 

6  
Emerging 
fin. & bus. 
Services 

7  
Retail & 

hospitality-
oriented 

8  
Growth in 

retail & 
hospitality 

Number 
of 

regions 

Austria 0.0 42.9 8.6 5.7 0.0 17.1 17.1 8.6 35 
Belgium 15.9 18.2 18.2 9.1 0.0 36.4 2.3 0.0 44 
Germany (w) 11.4 30.2 21.3 9.0 2.5 16.0 5.6 4.0 324 
Denmark 0.0 27.3 36.4 0.0 18.2 9.1 0.0 9.1 11 
Greece 9.6 9.6 15.4 3.8 7.7 0.0 7.7 46.2 52 
Spain 11.9 13.6 5.1 5.1 3.4 10.2 13.6 37.3 59 
Finland 21.1 15.8 15.8 5.3 0.0 15.8 5.3 21.1 19 
France 12.5 25.0 6.3 5.2 3.1 24.0 3.1 20.8 96 
Ireland 37.5 12.5 0.0 0.0 12.5 12.5 0.0 25.0 8 
Italy 10.9 16.4 16.4 1.8 0.0 25.5 7.3 21.8 110 
Luxembourg 0.0 0.0 0.0 0.0 0.0 100.0 0.0 0.0 1 
Netherlands 7.5 10.0 5.0 22.5 20.0 30.0 0.0 5.0 40 
Portugal 16.0 20.0 12.0 0.0 0.0 4.0 4.0 44.0 25 
Sweden 0.0 47.6 28.6 0.0 0.0 19.0 4.8 0.0 21 
UK 29.8 7.9 18.0 13.5 10.1 12.9 4.5 3.4 178 

Source: Authors’ analysis based on ARDECO data on employment by NACE sector.  

 

What do these findings add to our understanding of ‘left behind’ regions? 

Of the eight clusters, clusters 1, 3, 4, 7, and 8 are the ones that show some potentially 
disadvantageous sectoral compositions and patterns of sectoral change. As will be explained further 
below, these regions appear to have been less successful in moving towards an economy built on 
knowledge-intensive services and/or high-end manufacturing, two sectors that tend to be seen as 
key to regional growth and prosperity (Iammarino et al., 2019). Of course, there are important 
within-sector differences when it comes to the knowledge-intensity, innovativeness, and strategic 
importance of activities (Eder, 2019; Kemeny & Storper, 2015). For instance, the financial and 
business service sector includes a wide range of sub-sectors, each with its own characteristics. It is 
therefore possible that some regions in these clusters have specialisations in high-productivity sub-
sectors within these aggregate sectors. But based on their broad sectoral mix and development, 
regions in these five clusters possess characteristics that might be considered less desirable.  
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Regions in cluster 1 perhaps most closely conform to the typical representation of being ‘left 
behind’, in the sense of having experienced shrinking demand for labour in a once-important 
industrial sector, probably as a result of a combination of technological change and global trade. The 
damaging effects of large-scale industrial decline have been widely documented, and include 
increased rates of long-term unemployment and economic inactivity, even until today, as well as 
population decline in many affected areas (Beatty & Fothergill, 2020; Daumas et al., 2017; Ragnitz, 
2020).  

Cluster 3 at first glance appears to represent a less concerning set of regions, given that the public 
sector provides, in many cases, fairly secure and relatively well-paid employment. However, an over-
reliance on the non-market sector can be seen as a sign of weaker regional competitiveness, given 
that public sector employment is sometimes used by national, regional and local governments as a 
means to prop up labour demand in relatively disadvantaged regions (Brown et al., 2017; Faggio & 
Overman, 2014; Jefferson & Trainor, 1996). Public sector employment has, in addition, been argued 
to crowd out private sector employment, though evidence on this is mixed in part due to the 
difficulty in separating out cause and effect (Becker et al., 2021; Faggio & Overman, 2014; Jofre-
Monseny et al., 2020). Regardless of whether the crowding-out argument holds true, the 
overrepresentation of public sector employment seen in cluster 3, along with the 
underrepresentation of, and modest growth in, financial and business services are unlikely to be 
generally viewed as a sign of economic strength.  

Cluster 4 has similarities to cluster 3, in the sense that regions in this cluster appear to have become 
increasingly reliant on public sector employment over time with weaker growth in other sectors. 
Even so, cluster 4 retains a stronger presence of financial and business service employment relative 
to the national average, and so perhaps occupies a slightly less disadvantageous position compared 
to cluster 3.  

Cluster 7, as described above, has a strong specialisation in the ‘other private services’ sector, which 
is both not particularly strong in terms of producing tradeable goods and services, and also tends to 
be characterised by relatively low levels of productivity and pay (Eurostat, 2021b, 2021a). Though 
cluster 8 did not have an overrepresentation of this sector in 2017, it has tended to see strong 
growth in this sector over past decades, suggesting that regions in cluster 8 are perhaps becoming 
more like those in cluster 7.8 Cluster 8 additionally has the lowest location quotient for financial and 
business services of all the clusters. This sector is the one that contains the largest share of high 
value-added, knowledge-based activities and jobs (Brown et al., 2017; Capello & Fratesi, 2013), and 
as such a low representation of this sector in the regional economy is not generally a positive sign. 
Further analysis of the structure of employment of regions in cluster 8 reveals that these regions 
tended to have relatively large specialisations in agriculture, which have diminished over time9, 
suggesting that many of these regions are moving away, at least in employment terms, from a more 
agriculture-based economy and towards a more service-based composition of employment. In some 
regions this decline in agricultural employment may have been partly compensated by an increase in 
tourism-related activities. The decline of agricultural employment in these regions is of note since 
the disappearance of traditional agricultural economies has been linked to the emergence of 
populist sentiments (Mamonova & Franquesa, 2020). 

 
8 Though a dedicated analysis of the exact sectoral trajectories followed by these regions would have 
to be conducted to confirm this. 
9 See also appendix A. 
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Interestingly enough, these five ‘concerning’ clusters are not evenly distributed across countries. 
While the UK, Ireland, and to some degree Finland and Belgium, have more than their fair share of 
deindustrialised (cluster 1) regions, regions fitting this same profile of heavy deindustrialisation 
coupled with low growth in financial and business services are less common in countries such as 
Austria, Denmark, (western) Germany, the Netherlands and Sweden, again in part reflecting national 
patterns of structural change (see Table 2). However, these latter countries do have regions with a 
less favourable patterns of sectoral change. More than a fifth of regions in western Germany, and 
more than a third of regions in Denmark, are characterised by a long-term and continued 
overrepresentation of public-sector employment (cluster 3).10 Austria has a relatively high 
percentage of regions that belong to cluster 7 and 8, which are characterised by a continued and/or 
growing reliance on the retail and hospitality sector. Cluster 8 similarly represents a large proportion 
of regions in France, Italy, Ireland, and especially Greece, Spain and Portugal. In these countries 
(except for Ireland), the dominant type of region that appears to be ‘left behind’ in terms of sectoral 
change is in fact the type represented by cluster 8 (Growth in retail & hospitality). 

Regions with more favourable patterns of sectoral change 

In contrast to these five clusters, clusters 2, 5 and 6 appear to have seen more advantageous 
patterns of structural change, in the sense of being more aligned with the aim of high and increasing 
levels of tradeable goods and services as well as knowledge-intensive activities. Regions in cluster 2 
have been able to maintain sizeable industrial sectors, to a much greater extent than the regions in 
cluster 1. While it’s difficult to comment on the exact reasons for this, it may be that this continued 
specialisation in industry has been the result of the resilience of existing sectors or of diversification 
into new industrial activities (Farinha et al., 2019; Neffke et al., 2011).  

Clusters 5 and 6, in contrast, are characterised by a continued and/or growing overrepresentation of 
employment in financial and business services. This sector, while varied in composition, contains 
knowledge-intensive business services (KIBS) as an important subset, which have over recent 
decades been seen as increasingly important for regional growth (Martin et al. 2021). The separation 
of a group of regions with a longer-term specialisation in financial and business services and 
containing well-known service centres such as the City of London, Edinburgh, Dublin, and Frankfurt 
(cluster 5), from a larger group of regions without such historical specialisation but with substantial 
growth in financial and business services (cluster 6) is consistent with evidence of strong and 
continued specialisations in business services in capital and other higher-tier cities alongside an 
increasing dispersal of KIBS throughout European regions over time (Deza & López, 2014; Merino & 
Rubalcaba, 2013; Rosés & Wolf, 2019). There is some evidence that this dispersal has reverted the 
concentration of KIBS in the top of the urban hierarchy to a certain extent (Gallego & Maroto, 2015), 
which fits with the fact that cluster 6 includes not just a number of large metropolitan areas such as 
Marseille, Lisbon, Rome, Naples, Amsterdam, and Glasgow, but also many regions centred on 
medium-sized and smaller cities. It is possible, however, that these smaller cities are predominantly 
home to lower-order financial and business services, as research has shown that more knowledge-
intensive and higher-order services remain concentrated in the largest urban centres (Deza & López, 
2014; Rosés & Wolf, 2019). 

 
10 The public sector accounts for a large share of Danish employment, and plays an equalising role in 
relation to territorial employment disparities, made possible through substantial fiscal transfers 
between local areas (F. Hansen & Jensen-Butler, 1996; H. K. Hansen & Winther, 2014).   
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5. Conclusion: the varied challenges faced by structurally weaker regions  

This paper has shed light on regional variations in sectoral structure and sectoral change in the EU15, 
paying particular attention to regions which have, over the four decades from 1980 to 2017, seen 
less favourable patterns of structural change. To the extent that we can say something about ‘left 
behind’ regions based on changing sectoral composition only, this analysis reinforces the idea that 
such regions come in multiple forms. Not only are there differences between countries in the 
characteristics of structurally marginalised regions, but, even within the same country, regions with 
seemingly less advantageous sectoral compositions are marked by substantial differences. In some 
regions, the decline of formerly important manufacturing and related industries is the dominant 
challenge. In others, an overspecialisation in relatively low-skilled sectors such as retail and 
hospitality – sometimes coupled with a declining agricultural sector – appears to be of more 
concern. Yet other regions are characterised by a persistent or growing reliance on public sector 
employment and a relatively limited presence of tradeable sectors. This regional sectoral 
differentiation renders the predicaments and prospects for such places more heterogenous and 
varied; underlining the importance of more geographically-sensitive approaches to addressing their 
territorial development aims, prospects, and trajectories.  

As argued elsewhere, economic development policy needs to adapt to the circumstances of these 
different types of regions (MacKinnon et al., 2021; Martin et al., 2021). For instance, in regions 
characterised by an overrepresentation of the public sector or of lower value-added sectors such as 
hospitality and retail, addressing productivity, investment and employment conditions in these 
sectors, rather than purely focussing on expanding the tradeable sector, may offer opportunities to 
improve living standards as well as economic performance (Evenhuis et al., 2021; Froud et al., 2020). 
For regions affected by long-term deindustrialisation, a strategy may entail analysing the 
characteristics of the manufacturing industries that remain in these regions to determine how these 
might be strengthened, alongside an effort to develop sectors that are complementary to the overall 
sectoral and skills-profile of these regions. 

Of course, to determine the exact needs of different regions, a more comprehensive analysis of their 
challenges, as well as assets and opportunities, is needed. In future work, we will incorporate 
sectoral change within a wider analysis of economic, social and demographic indicators, in an effort 
to provide a more multidimensional understanding of ‘left behind’ places.  
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3. Appendix A: Difference in results when including all six sectors 

As explained on page 2, two sectors – agriculture and construction – were left out of the analysis.  

The main reason for excluding agriculture is the missing data for this sector for more than two-fifths 
of UK regions, as well as the lack of precision affecting the UK regions for which there is data (figures 
are rounded to the nearest thousand, which is problematic given that in most UK regions agriculture 
only employs a few thousand workers).  

A second problem is that both agriculture and construction represent, in the majority of regions, a 
relatively small share of employment. As explained on page 3, we use location quotients to measure 
the 1980 and 2017 share of employment in each sector. The small size of the agriculture and 
construction sectors compared to the other four sectors means that, even in regions with a relatively 
high location quotient for agriculture or construction, these sectors still only make up a relatively 
small share of total employment. But in the cluster analysis, location quotients for all sectors are 
evaluated on an equal basis, and thus a high (or low) location quotient for construction or 
agriculture may end up driving the clustering results to the same degree as a high (or low) location 
quotient for the public sector or retail & hospitality, even though the latter typically make up a much 
larger share of overall employment. Because of this, including the agriculture and construction 
sectors in the cluster analysis has a marked effect on the size and characteristics of the clusters that 
are found compared to when these sectors are left out. 

The first notable difference that can be seen when the two additional sectors are included is the 
emergence of a cluster characterised by a high initial location quotient in construction, but a strong 
decline in the employment share of this sector between 1980 and 2017, accompanied by growth in 
the public sector. In other words, a cluster is formed that is very much driven by the construction 
sector and changes therein, and much less so by changes in other sectors. A second important 
difference is the emergence of two clusters with high initial specialisations in agriculture. Of these, 
the first sees a strong decline in agricultural employment between 1980 and 2017, and the second is 
characterised by a less severe decline in agricultural employment. The first cluster is made up of a 
large proportion of the regions that belong to cluster 8 in the four-sector clustering (Growth in retail, 
hospitality and public sector), suggesting that cluster 8 is indeed characterised by shrinkage of a 
once relatively large agricultural sector. The second cluster is mostly composed of regions from 
cluster 2 in the four-sector clustering, but with some regions from clusters 3 and 8, suggesting that 
at least some of the regions in these three clusters are characterised by relatively high, but 
somewhat more stable, employment in agriculture. 
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