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Abstract

Evaluation of the impacts of groundwater abstraxstion surface water systems is
a necessary task in integrated water resourcesgearent. A range of hydrological,
hydrogeological, and geomorphological factors iaflce the complex processes of
interaction between groundwater and rivers. Thigep@resents an approach which uses
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numerical modeling of generic river-aquifer systemsepresent the interaction
processes, and neural networks to capture the ipéthe different controlling factors.
The generic models describe hydrogeological settirgresenting most river-aquifer
systems in England and Wales: high diffusivity (€galk) and low diffusivity (e.g.
Triassic Sandstone) aquifers with flow to riversdimaéed by alluvial gravels; the same
aquifers where they are in direct connection wiin river; and shallow alluvial aquifers
which are disconnected from regional aquifers. Nuwaémodel simulations using the
SHETRAN integrated catchment modeling system prexidutputs including time-series
and spatial variations in river flow depletion, asmhtially distributed groundwater levels.
Artificial neural network models were trained usingut parameters describing the
controlling factors and the outputs from the nuedrmodel simulations, providing an
efficient tool for representing the impacts of gndwater abstractions across a wide
range of conditions. There are very few field dsgts of accurately quantified river flow
depletion as a result of groundwater abstractiafeugontrolled conditions. One such
data set from an experimental study carried od®®17 on the Winterbourne stream in
the Lambourne catchment over a Chalk aquifer wad saccessfully to test the
modeling tool. This modeling approach provides r@egal methodology for rapid
simulations of complex hydrogeological systems Wwhpceserves the physical

consistency between multiple and diverse modeludstp
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numerical modeling



10

11

12

13

14

15

16

17

18

19

20

21

22

23

INTRODUCTION

It is recognized that surface and groundwater systaust be managed in an
integrated way to provide water supplies and tdrobmater levels and flows while
addressing concerns over the conservation of thealanvironment (e.g. Winter et al.,
1998). This has been recognized particularly inBEbleWater Framework Directive,
which has increased awareness of the need foratesjcatchment management.

One of the ways in which the environment can beabiy is through over-
abstraction of groundwater causing a reductionaseflow to rivers. The direction and
rate of flow between an aquifer and a river depaendthe hydraulic gradient and degree
of hydraulic connection. These are affected bydiacincluding geology, contributing
catchment area, recharge rates, geomorphologeafithnnel and the surrounding land,
river stage, and river bed sediments. Fine sedsneant cause significant resistance to the
flow of water between the river and aquifer (Youngeal., 1993), and in disconnected
rivers this can cause the aquifer material betwkemiver-bed and the water table to
become unsaturated (Rushton, 2003).

The impacts of groundwater abstractions on therenment can be assessed
using a hierarchy of modeling tools, ranging framgde water balance calculations
through to regional numerical groundwater modedpehding on the complexity and
importance of the site. The key features that nedxk assessed in these models are the
depletions in river flows due to reduced baseflontdbutions (or, in extreme cases,
reversals of groundwater flow direction leadindasing river reaches), when and where
these changes in baseflow occur, and the changgsundwater levels near to river

channels.
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Analytical models can provide simplified represeiotas of the processes of
river-aquifer interactions, support of decision-fimgkon siting or operation of abstraction
wells near rivers. Models have been presented asidigedifferent configurations of
river-aquifer systems, including those of Theis4lfor pumping from a fully-
penetrating well in an isotropic, homogeneous sefmite confined aquifer in full
hydraulic connection with a straight fully-penetngtstream, Hantush (1965) for the
same configuration but including a river bed layéh different (lower) permeability,
Hunt (1999, following earlier work by Stang, 1980) a partially-penetrating river with
a semi-permeable bed, and Butler et al. (20013 foeterogeneous aquifer.

Some of the limitations of these methods can becovee by using numerical
modelling techniques (Dillon, 1983; Winter, 19843liev, 1987; Younger, 1987, 1990;
Winter, 1995; Winter et 311998), although these are generally more timeswwaing
and costly. A numerical model of river aquifer maetions usually involves separate
numerical solution of equations for surface waterting and groundwater flow, with
coupling between the two models often based omplsiDarcy calculation (Winter,
1995). This approach is followed in river-aquifetaraction add-on modules developed
for the MODFLOW groundwater model (McDonald and btargh, 1988; Harbaugh and
McDonald, 1996), including the original RIVER moduthe STREAM module (Prudic,
1989), and the BRANCH module which was combinedhWIODFLOW to create the
MODBRANCH model (Swain, 1994). Each of these hd#farent representation of
surface water routing, but uses essentially theesgoproach for calculating exchange
flows based on a conductance term. It has beeredriipat this term does not have a clear

physical meaning due to the common existence ettdimensional flows and non-linear
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responses near to rivers (McDonald and Harbaug@B)1®Recent examples of using
MODFLOW for applications involving river aquiferteractions include Modicet al.
(1997), Cheret al. (1997), Carey and Chanda (1998) and Wrobletlgl. (1998).
Approximations to three-dimensional surface-grouatdwcoupling are included in some
models, e.g., SHETRAN (Eweast al., 2000) and ICMM (van Wonderen and Wyness,
1995).

Comparisons between some analytical and numeriodkta and assessments of
the effects of the simplifications in the analytioaodels are given by Spalding and
Khaleel (1991), Sophocleoesal. (1995) and Conrad and Beljin (1996). In thesdist
significant errors in the analytical solutions westated to fully penetrating rivers, and
lack of representation of river sediments and &gforage beyond the stream. Some of
the limitations of analytical models reported iedk comparative studies have since been
overcome (e.g. Butler et al., 2001). However, spnoeesses leading to non-linearities in
behaviour cannot easily be modeled using analytethods, for example the behaviour
of disconnected rivers, multiple aquifers connedttedvers, changes in transmissivity
within the cone of depression, and seasonalitgdfarge inputs which will affect the
timing of variations in groundwater levels and Bkses. New methods that could
address these issues without the cost and efftntitdfing a numerical model for each
assessment would therefore provide a beneficialoaggp to supporting abstraction
borehole siting and operation.

Di Matteo and Dragoni (2005) derived an empiriedtionship linking a set of
parameters controlling steady-state stream flowediem in a highly inter-connected

river-aquifer system as a result of abstractiomfeopartially penetrating well, by
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running a set of numerical model simulations. Theted the limits of validity of the
relationship, and that the stream flow depletios Wwaensitive to some parameters in
certain areas of the response surface. Artificéalral networks (ANN’s) are one
promising method which can be used to represent eneralized relationships. An
ANN is a set of highly interconnected mathematpralkcessing elements which are
capable of representing non-linear multivariate piag functions between input and
output data sets. The forms of the mapping funstere determined through ‘training’
the ANN using sets of input and output data. Alitio most applications of ANN’s in
hydrology and water resources are data-driven, speeous studies have been carried
out using a similar hybrid approach with numeritaldels (Rao and Jamieson, 1997,
Rao and O’Connell, 1999).

In this paper, a hybrid approach is developed astéd in which an ANN is used
to mimic the outputs from numerical model simulai@f generic river-aquifer systems.
The aim is to provide a software system which canded to simulate the impacts of
groundwater abstractions on river flow depletiard avhich retains the speed of
analytical models while relaxing some of their liations. This work was carried out to
support methods of assessment of groundwater abistrdicense applications by the

Environment Agency of England and Wales.

METHOD

The method can be summarized as follows:
1. A classification of river-aquifer systems in Engleaind Wales was developed,

defining the hydrogeological settings which proddke basis for the
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construction of numerical models.

2. For each setting, conceptual models describingitiee-aquifer exchanges were
defined, input parameters expected to have a ggnifcontrol over the exchange
flows and physically realistic ranges of valuestfagse parameters were
identified, and output variables required for assent of abstraction license
applications were defined.

3. Alarge number of numerical model simulations wrene for each
hydrogeological setting using the SHETRAN modebygtem (Ewen et al.,
2000), to represent a wide range of hypotheticaligdwater abstractions for each
case.

4. An Artificial Neural Network was trained using timput and output data from
the numerical model simulations, to provide an apph that would be easier to
apply generically.

5. The ANN model outputs were compared against amralythodels, and tested

using field data from a case study site.

Hydrogeological Settings
The development of a generic tool for the assessaighe impacts of
groundwater abstractions on river flows requireg #ome assumptions be made about
the kinds of hydrogeological settings within whiirch assessments are most likely to be
made. This approach of defining “standardised’rbgdological settings is by no means
unusual in applied groundwater hydrology, for exntpe standardised groundwater

regions of the United States which have been usecoimparative hydrogeological
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studies (Heath, 1984) and for extrapolating growatdwvulnerability mapping from
data-rich to data-poor areas (Aller et al., 198AY standardised hydrogeological settings
for crystalline basement terrain used for defimta source protection zones (Robins
(1999). A series of workshops were held with stéithe Environment Agency of

England and Wales to determine the scope of theeimgdapproach, definition of the
generic hydrogeological settings, and to identiy tanges of parameter values for each
setting.

The principal aquifers in England and Wales ariépost-Carboniferous
younger rocks and include the Chalk, the Middlegsic Limestones, the Lower
Cretaceous Sandstones and the Permo-Triassic SaadgDowning, 1993). Many of the
major rivers in the UK also flow through valleysdamlain by sand and gravel deposits of
Quaternary age, which can be locally significantitegs. Many of the studies into river-
aquifer interactions in the UK are focused on tihal& aquifers in the South-East, where
productive aquifers are located in regions of ldgmand and environmental sensitivity
(e.g. Morel, 1980; Headworth et al., 1982; Keatit@82; Rushton et al., 1989; Owen,
1991; Cross et al., 1995; Gray, 1995; Wilson andmle, 1995; Robins et al., 1999),
with the other main aquifers studied being pathefPermo-Triassic sandstones
(Rushton and Tomlinson, 1995; Seymour et al., 19818 three settings outlined in
Figure 1 represent different hydrogeological sg#im terms of geometrical structure.
Setting 1 represents a groundwater system in witoehto the river is mediated through
high permeability alluvial gravels, Setting 2 reggets a system with direct connection
between the aquifer and river, and Setting 3 rgmtssan aquifer of shallow alluvial

gravels. The dynamics of river-aquifer exchangey ditiier substantially within each of
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these settings, particularly based on the valuesjoifer diffusivity, defined as the ratio
T/ S(transmissivity / storativity or specific yield)/alues of diffusivity are typically low
to moderate in the Triassic Sandstones (2%da x 1 m?.d™), but high in the Chalk (1
x 10° to 4 x 16 m?.dY). This difference has been most thoroughly docugtein

relation to the prediction of “net gain” for rivaugmentation boreholes in the UK (see,
for instance, Downingt al, 1981). In essence, it has been found that tjieehithe
diffusivity of the aquifer, the further must the@er augmentation boreholes be from the
river if net gain is to be maximized, as recircidatof water from a river to adjoining
boreholes is likely to be most vigorous where dii¥ity is high.

The scope of the project was agreed to include-ageifer interactions as
represented in previous analytical models, buktbuele groundwater discharges to
springs and wetlands (although the approach coelleikbended to include these, if
specified as part of the numerical model simula)oAdditional factors controlling
river-aquifer interaction to be included were disgection of rivers, and seasonality of
recharge inputs. The parameters considered to bwsif significance for controlling
river-aquifer interactions were agreed in the whdss, and a range of parameter values
were defined for each setting (Table 1). The kepuats from the modeling approach that
are of most relevance to supporting abstracti@nmng decisions were defined. The first
output is the time-series of total river flow ddfe (particularly the maximum flow
depletion, and the time taken from the start of pung to reach this maximum). The
amount of flow depletion at any one time variedigfig along the river with the
changing size of the cone of depression, the tiotal depletion being at the downstream

limit of the impact. This information was requirgdhelp in the determination of possible
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river flow monitoring locations. The second sebafputs was therefore defined as the
spatial distribution of the impact along the riveach, taken at two representative times,
at the cessation of pumping and at the time of mari flow depletion. The third set of
outputs was defined as the groundwater levelstogie river (Figure 2), required to
assess the extent of the cone of depression asthfgbkydraulic disconnection of the

river from the aquifer.

SHETRAN model

SHETRAN is a physically-based distributed modellaygtem for simulating
water flow, sediment and contaminant transporiiarrbasins (Ewen et al., 2000). It was
chosen for this study due to its capabilities &presenting integrated groundwater —
surface water systems. Subsurface flows are modeied a 3D extended Richards
equation formulation, which represents the satdratel unsaturated zones as a single
continuum. Surface flows are modeled using a difigvave approximation to the Saint-
Venant equations for 2D overland flow and 1D fldwough channel networks. Surface
and subsurface flows are fully coupled, allowinglenge flows in either direction.

Finite difference methods are used to solve thegbalifferential equations for flow and
transport on a rectangular grid, with the soil zand aquifer represented by columns of
cells which extend downwards from each of the s@rfgrid elements. A local mesh
refinement option near to river channels allowsied river-aquifer exchange flows to
be represented, including flow in unsaturated daos in layered porous media beneath
disconnected stream channels. An extensive progeaaimalidation studies has

demonstrated the capabilities of SHETRAN for agglan over different spatial and

10



10

11

12

13

14

15

16

17

18

19

20

21

22

temporal scales, and to a wide range of environah&gues including groundwater
modeling studies involving integration with surfagater bodies (Parkin and Adams,

1998; Adams and Parkin, 2002).

Numerical model simulations

A series of simulations were run for each hydroggigll setting, using
parameter values from the ranges given in Tabkofeach setting, a SHETRAN model
was configured for a generic region covering ahmezfa river running through the centre
of a valley (Figure 2). (The use of a curved riteerepresent meanders was considered
but not used, as it was thought to add a furthgreeof complexity to a system already
controlled by many parameters. Almost all analytineer-aquifer models are implicitly
based on a locally straight river. It would be pllesto estimate correction factors for
meandering streams, but this was not exploredisnstiady. This is not, however, thought
to be a significant issue, since the peak flow efiégh and its time of occurrence are the
main outputs of interest, and these depend priynanlthe nearest distance of the
borehole to the river.) The models were based eragisumption that all of the abstracted
groundwater intercepts recharge that would otheras/e flowed to the modeled river
(i.e. that the groundwater abstraction does na tedter from an adjacent catchment).
No-flow boundary conditions were therefore assigiwedll groundwater boundaries. A
constant flow boundary condition was used for therrinflow at the upstream end of the
reach, which was at a constant gradient of 1 ir01@@h a fixed head boundary
condition at the lower end of the reach. The sizeach model was set up so that the

cone of depression due to the maximum rates ofadt&tn did not reach the model
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boundaries. The models for Settings 1 and 2 (ssmteng regional aquifers) were 20 km

in width and 10 km in length (Figure 2), with arudgr thickness of 100m. The models

for Setting 3 (representing a valley aquifer) weidem in width and 2 km in length, with
an aquifer thickness of 10m. Values of hydraulindwctivity (Table 1) were varied in
these models to represent aquifers with diffenemtdmissivities. To produce a set of
model outputs for use in the ANN modeling (riveavil depletions and groundwater

levels), two simulations were run for each spe@#étof parameter values. Firstly, a

simulation was run to establish unperturbed cood#tibased on the annual recharge and
aquifer physical properties. Then, a second sinarlatas run with the defined
abstraction rate. The values of the flow depletatputs were calculated from the
difference between these two simulations. Eachlsitiom was run for a 25 year period.
Due to the large range of parameter values useak sombinations of these
parameters give simulations that were physicallyassible or are outside the remit of
the project as they produce discharges of grourehvtatsprings or result in the creation
of floodplain wetlands (note that these were madiele SHETRAN, but not
subsequently used in the ANN training). The redutis) these models were rejected.
The reasons that non-valid simulations are producse:

» simulations with low aquifer transmissivities arighhrecharge rates produce very
high piezometric gradients and hence produce digelaf groundwater to springs
or wetlands

» simulations with very low river bed sediment contilites and high recharge rates
produce very high head gradients across the setsraed hence produce discharges

of groundwater to springs or wetlands
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» the abstraction rate is too large for the aquidesupply the water to the well; the
criterion for rejection was that the well dries (tipis was particularly common in
Setting 3, which represents a shallow aquifer).

The effect of rejecting these physically unrealisimulations is to reduce the
extent of the parameter space used to providarafor the ANN model. For the first
two of these conditions, screening calculationsewsarried out prior to running the
SHETRAN simulations to identify non-valid simulat® using simple one-dimensional
approximations to the piezometric surface for camistecharge. For the third condition,
the SHETRAN simulation was run and a flag was pefaubinary-valued variable) to
indicate whether or not the well dried during tivaidation.

For each parameter 4 values were selected. Thegeaivihe top and bottom end
of the range of values considered in Table 1 piusibtermediate values. To run a full
set of numerical model simulations with all comliioas of each of these parameter
values would have resulted in an unrealisticallgéganumber of simulations (over 10
million). Therefore, a subset of these possibteugations was defined. The optimum
method of doing this is to use an orthogonal aaggroach (Hedayat et al., 1999). This is
a systematic and statistical method which ensinasats much as possible of the input
parameter space is covered with the simulationthigncase for Setting 1, the orthogonal
array was OA(64,10,4,2) This means that there wéreombinations (i.e 64 simulations)
of 10 parameters with each parameter taking odevalues with a strength of 2 (i.e. for
any 2 of the parameter values, all combinatiorth@fparameters are used an equal
number of times). For Settings 2 and 3 an OA(6428 was chosen. This means there

were 64 combinations (i.e 64 simulations), but p8ameters with each parameter
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taking one of 4 values with a strength of 2. Faheeombination of parameter values in
each setting, four simulations were run with défgrabstraction rates.

The direct outputs from the SHETRAN simulations evarself-consistent set of
time-series and spatial distributions of river fldepletion, and groundwater levels at
specified locations, given as a set of 74 variablesreduce the number of output
variables, a generalised family of curves wereditto the data (based on a functional
form often used to fit hypsometric data, see Fi@)reéA full description of this procedure
is given in Birkinshaw et al. (in press). The résidlthis procedure was that just 7
variables were needed to define the flow depldiime-series curves: the four shape
variables &, az, p1, p2), the time of maximum depletiotfy), the maximum depletion
rate Omax) and the depletion after 25 yeaggsd). A further four shape variables were

sufficient to define the spatial distributions ta depletion &1, a2, pr1, pr2). Excellent

fits were obtained for each of the four fitted @s\vor each of the settings, with r-squared

values ranging from 0.989 to 0.996, indicating thatre was negligible loss of
information in this post-processing. Together witla aquifer drawdown variables, 22
variables were therefore used to define the precksstput (Table 2), compared to 74

variables describing the raw data output from SHENR

Artificial Neural Networks

There are many types of neural network structunestiaining algorithms.
Different neural network structures (i.e. systerheamnections between neurons) are

used for different purposes, for example recoggipatterns or clusters in data sets or
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approximating relationships between variables.rost problems involving continuous
mapping functions (as required for this study)iracdure known as a multilayer
perceptron network can represent a function tospegified degree of accuracy. This is
essentially a statistical fitting model in whicletactual form of the functional
relationship is unknown. A key part of approactoisiefine the learning paradigm and
algorithm. The class of problems in which a funcéibrelationship between variables is
sought based on known input-output data sets i&/kras supervised learning (i.e. the
ANN is given the ‘answer’ for each input data s&t)e ANN approach most commonly
used for hydrological applications is a multi-layeedforward network structure with a
(supervised learning) back-propagation trainingatgm.

In this study, two three-layer feedforward ANN'sreeset up for each setting, the
first (ANN1-1, ANN2-1 and ANN3-1) being used to chkehe validity of the input data
through testing the status of the binary flag ticate whether the abstraction well has
dried, and the second (ANN1-2, ANN2-2 and ANN3-8jng used to produce the model
results. Each ANN has a set of input nodes inrlayene for each input variable, a set of
output nodes in layer 3, one for each output végiadnd a set of ‘hidden’ nodes in layer
2. The number of hidden nodes depends on the caitypté the input-output
relationships, with more nodes giving more degoddseedom allowing for more
complex relationships to be represented, but regumore training data sets to evaluate
the weights. The number of hidden nodes were détedrthrough a combination of
general guidelines, previous experience, and exgerial model runs. The structures of
the ANN’s are given in Table 3. For example, fettg 3 both ANN’s used 9 input

nodes, the first had 7 hidden nodes and 1 outpie,rend the second had 11 hidden
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nodes and 22 output nodes. The training sets é0ANMN’s were generated from the
input and output data sets from about 2000 SHETR&MNlations, of which 300 were
reserved for validation testing. The ANN’s wererteal using a back propagation
technique with the objective function being thetno@an square difference between the
normalized ANN output and the normalized outputffSBHETRAN. Further details of
the ANN training and modeling are given in Birkiashet al. (in press).

The final outputs from the model were reconstrudtech the normalised output
variables from the trained ANN’s using the paramsetiescribing the hypsometric curves
given in Table 2 for the time-series and spatistrdiutions of river flow depletions, and
groundwater drawdowns at specific locations, ipoese to the forcing variables of

abstraction and recharge (Figure 4).

MODEL TESTING

There are two main potential sources of error exdbvelopment of the ANN
models, firstly related to whether the numericadelsimulations provide adequate
representations of field conditions, and seconallywhether the ANN provides a good
representation of the SHETRAN output. The numemcatiel simulations may cause
errors due to inadequate process representatioo daficiencies in the specification of
the model simulations (for example, boundary coon#, or parameter values). The
difficulties of representing field conditions arergerally significantly greater than those
of matching model outputs. These questions wereeaddd by assessing the results from
the trained ANN model through:

1. comparison against SHETRAN outputs;
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2. assessment of the physical plausibility of the ltssu

3. comparison against an analytical model;

4. application of the ANN model to a field data set.

The first of these relates only to the quality &M training and data processing, and
does not take account of whether the numerical hregheilations are appropriate. The

other tests relate to the whole modeling approach.

Comparison of ANN results against SHETRAN outputs

The ANN results are compared against the SHETRA#Nwis for the training
(calibration) and validation data sets. The tragmafi ANN1-1, ANN2-1 and ANN3-1
produced good results with root mean square efooithe normalized variables of 0.045,
0.047 and 0.021 respectively for the calibratiod @r©v00, 0.000 and 0.123 for the
validation. For the simulations where the first ANidicated that the abstraction well did
not dry, the second ANN was then run to produceptitput variables. The training gave
good results for ANN1-2, ANN2-2 and ANN3-2 with thembined root mean squared
errors over the 22 output variables of 0.050, 0.85® 0.051 respectively for the
calibration and 0.053, 0.058 and 0.034 for thededion.

The normalized outputs were converted back to dealised variables, with the
resulting accuracy depending upon the locatiomefautput on the model’s non-linear
response surface in relation to the calibratiomizoiResults from one of the validation
tests for Setting 3 are shown in Table 4, basettherfollowing input parameters
(representing a point in the parameter space reat unsthe calibration)D=262.5m,

T=500 rr?/day,SW:O.S, bed conductance = 10000 m/d&y) mm,t;=60 days, and
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Q=2000 ni/day. This shows a very good agreement for thentinoff the peak depletion,
and an acceptable level of agreement for the maximhepletion, bearing in mind the

non-linearity of the response surface over sevaddrs of magnitude.

Assessment of the physical plausibility of the ANN results

A comprehensive suite of tests covering the respsngace was carried out. The
outputs from these tests can be used to assessghgasonableness and self-
consistency by visualization as graphs (responsesyishowing the relationships
between 3 variables (the other variables beingljixeigure 5 shows response curves for
Setting 3 for the effect on the maximum flow dejoletof changing the distancB) from
the borehole to the river and of changing the lemgtthe abstractiortd) (other variables
wereT=100 n?/day,SW:O.ZS, bed conductance = 0.1 m/dBy200 mm =90 days,
R<=0.5 andQ=1000 ni/day). As expected, increasing the distance bettreeborehole
and the river reduces the maximum flow depletiow imcreasing the length of the
abstraction increases the maximum flow depletidre fion-linearity of the response
curves also provides further information, for exéerthat the sensitivity of the maximum
flow depletion to the length of abstraction is gesawhen the abstraction is closest to the
river. The non-linearity of the response surfameother variables is much greater,
particularly for the variables which span a lodaritc range of values.

This verification has, however, yielded problemghwecharge seasonality and
timing of maximum recharge in some cases. This@catien there is zero recharge, so
the variable$s (recharge seasonality) atg(time of maximum recharge) are not

relevant. In this case, the model outputs showle lzaro sensitivity to these two
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parameters. However, as the ANN training has noo-egors in the outputs, the
sensitivity of these parameters in relation totthie sensitivity becomes large, and the
results subsequently lose some of their physicalning in this specific part of the
response surface.

The scope of this study was limited to excludediseharge of groundwater to
springs, ponds and wetlands, to secondary rivestreams, and regional flow losses. The
implication of this was that most of the model slations had high rates of baseflow per
unit length of river, as most of the groundwateichitwould have been lost to other
discharges was constrained to discharge to the fivés subsequently meant that only a
small number of simulations resulted in disconmecbf the river from the aquifer during
the abstraction period, and that the output froenANN had an unexpectedly low
sensitivity to the river bed parameters controlldigconnection. However, there is very
little field evidence to demonstrate whether or thag is realistic. This limitation is
caused by the specification of the scope of thearigal modeling; the general approach
of hybrid use of numerical models and neural nekwalescribed in this paper would
allow a broader interpretation of the extent of aoipof individual boreholes on other
sinks including springs, ponds, wetlands or othaars and aquifers, provided that these

are represented by an appropriate numerical model.

Comparison of ANN results against an analytical model

Direct verification of a model by comparison agaimiher benchmark (usually
analytical) models can be made only where modeinassons are equivalent. This was

not possible here, as the following example shéwdirect comparison was made
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between the ANN model for Setting 3 and an anayteodel of river-aquifer
interactions (Stang, 1980) for a case where thenlyidg assumptions of both models
were apparently satisfied, using the following d&=262.5m,T= 500 nf/day, S,=0.5,
bed conductance =10000 m/d&z0 mm/yearQ=2000 ni/day, ands=60 days. The
key model outputs of maximum flow depletion andtihee of maximum flow depletion
are given in Table 5. There is a significant défece between the maximum flow
depletion from the analytical solution and from &i¢N. This difference is much larger
than the errors between the ANN and SHETRAN outputs

The main reason for this difference is due to theplfications made in the
analytical Stang solution, which assumes only loorial flow, whereas the results from
SHETRAN are based on a fully distributed 3-dimenaldlow (Figure 6). In the
horizontal flow representation of an aquifer asstinethe analytical model, the result of
neglecting the vertical dimension will be to redtice effective distance between the
abstraction and the river. Any abstraction of watem the aquifer is immediately
transferred over the whole depth of the aquifeusltine reduction in hydraulic head at
the bottom of the aquifer has too rapid an effecth@ flow depletion in the river and the
maximum depletion rate will subsequently be todh#y similar situation was recently
analyzed by Di Matteo and Dragoni (2005) for stestéte flow, which demonstrated the

necessity to consider vertical flow componentsguifer near to rivers.

Application of the ANN model to a field data set

Appropriate field data sets to test the applicatibthe ANN model require

measurements of stream flow depletions during paghps well as data on the pumping
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test and physical aquifer and stream propertiesh 8ata sets are uncommon, but an
appropriate data set was found for the Winterbostream, which was studied as part of
the Lambourn Valley Pilot Scheme within the ThamBasin near Reading, Berkshire
(Brettell 1971). The purpose of the original stwegs to obtain hydrogeological data to
show the behaviour of the Chalk aquifer and therrsystem before, during, and after test
pumping, so as to investigate the feasibility @& fnoposals to augment stream flow by
pumping from underground. A test was carried amgaring data from this field
experiment with the ANN model (Walford, 2001).

Figure 7 (from Brettel, 1971) shows the geologyhef area surrounding the
Winterbourne stream and the locations of the bdeshand gauging stations used for the
pumping tests. In the Lambourn catchment the Cisatlkvided into three units: Upper,
Middle and Lower Chalk (Brettell 1971). Variousfddeposits cover about half of the
solid outcrop (Figure 7). Coombe deposits or yafjeavel occupy the valley bottoms
and lower valley slopes, having moved there byflsction. The Chalk possesses dual
porosity, with effective groundwater storage bgwnignarily within the fracture network
and the larger pores (MacDonald and Allen, 200Epghysical investigations have
shown that the effective aquifer is mainly in thppdr Chalk and the upper part of the
Middle Chalk, with significant groundwater flow agting only in the fractures near to
the top of the aquifer, which generally have bedarged by dissolution. Aquifer
transmissivity and storativity have a close linklwiopography, the aquifer properties
being good in valleys but significantly reducingeothe interfluves (MacDonald and
Allen, 2001). The Winterbourne Stream is a typ#lk “bourne” or intermittent

stream. The point of commencement of flow chamgksgively frequently, though rarely
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reaches either of its extremes (Brettell, 1971} fier bed is lined with bed sediments
which have different hydraulic characteristics frima surrounding Chalk. The
conceptual model of the stream-aquifer interactatrite Winterbourne stream is
therefore of an unconfined Chalk aquifer overlayrvhlley-fill gravels.

Tests were carried out into flow depletion in thedR Lambourn and the
Winterbourne Stream from 1967-1969. A test on hole47/3, close to the
Winterbourne stream, from 31 May 1967 to 20 Jur@/Mas chosen for analysis in the
present study, since this was the only year foctvfiow depletion was recorded for tests
in which the boreholes were pumped individuallyeatthan in groups. The pumping test
lasted 21 days, with an average pumping rate o5m&8ay. A continuous flow record
was available for Bagnor Gauging Station 2.4 km mstveam of the 47/3 pumping test
site, and some flow data were available at gausgiation D/S 47/3, 0.3 km downstream
of the pumping test site. The water pumped frombitreholes was carried by pipeline
1.6 km downstream and discharged back into the &kbiourne Stream as compensation
flow, so the Bagnor hydrograph shows an increasiew during the pumping test
(Figure 8). To extract the flow depletion data assult of the pumping test from this
flow record, it was noted that the recession lisialmost linear (excluding the period
over which the pumping tests were carried out2"Porder regression line was fitted,
and adjusted for the period of the pumping tesbiwespond to the flow value at the start
of the pumping test, to provide a naturalized fldWe time series of flow depletion over
the period of pumping test was calculated as tfierdhce between the actual flow minus
the compensation flow and the naturalised flowirAilar method was used for the D/S

47/3 gauging site.
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The parameter values used in these model simusafitatble 6) were taken from
Brettell (1971) and/or from unpublished data setsl by the Environment Agency,
Thames Region. River bed sediment conductivity taken from infiltration
experiments on the Winterbourne Stream in 1968 &{periments were carried out
whilst the stream was dry, water being pumped diherchannel and flow losses
between predetermined points measured. Typicaksgdbr valley gravel aquifer
transmissivities were found in the literature (Foa® and Sharp, 1981) and an average
transmissivity of 4000 Aday was used in the model. The specific yielcheftalley
gravel was taken as 0.25 (Freeze and Cherry, 18ii§).values of transmissivity and
storativity for the Chalk aquifer were used, basediterature values and assuming a
shallow highly permeable zone of pronounced fissieneelopment along the valley floor
which has been shown to act as an important cofmluiéeding stream flows in similar
aquifers in southern England (Headworth et al. 2)98he only value which could not be
found was bed sediment thickness. Therefore thdehwas run three times: once with
the thickness at the mid-point in its range, 2.6nte at its maximum (5m) and once at
its minimum (0.2m).

The output from the model for the minimum depttbedl sediment can be seen in
Figure 9, compared against the observed depletigawging stations D/S 47/3 and at
Bagnor. The flow depletion at Bagnor is greatenttieat at D/S 47/3 since it captures all
of the flow depletion occurring along the lengthtlod stream. The flow depletion from
the model corresponds with that from Bagnor, adltve depletion curve used in the
model also captures all of the flow depletion. Timedian and maximum values of bed

sediment depth produced similarly shaped curvélsase with the minimum value, but

23



10

11

12

13

14

15

16

17

18

19

20

21

22

with a maximum depletion of 3100 and 1908 day respectively. Only the minimum
value result was therefore considered further. Qe the variability of the hydrograph
at Bagnor, the general shape of the two field depiecurves is similar to the shapes of
the model output. The main difference is followthg end of the pumping test (day
171), when the modelled depletion curves have taitg whereas observed depletion
drops almost immediately to zero due to the metisml to calculate depletion which is
sensitive to small errors in the estimation ofrtlagéuralized flow. The remarkably good
correspondence between the simulated and obsdovedépletion using independently-
derived parameter values demonstrates the apgitgadfithis approach for modeling

realistic field conditions.

CONCLUSIONS

A method has been developed to assess the imdapisumdwater abstractions
on river flows, using a hybrid approach of numdrinadeling and artificial neural
networks (ANN's). The approach was based on aifileetson of hydrogeological
settings in England and Wales for the most impoguifer systems, and identification
and quantification of the parameters representieddctors controlling river-aquifer
interaction processes. Advantages of using thisitiybethod are that the scope of the
outputs is limited only by the capabilities of tme@deling system and the specification of
the numerical model simulations, and that the nisaemodeling ensures a consistency
between the multiple outputs (time-series and apdistributions of river flow depletion,
and groundwater levels) that may not be possibleguNN modeling alone.

The development of the approach presented a nuohloballenges which have
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led to methods used to improve its efficiency aocbeacy. The use of a functional
representation of the model outputs, implementaticen orthogonal array approach for
parameter value sampling, and rejection of physicadrealistic simulations, ensured
that the high dimensionality and large extent efitiput parameter space was fully
spanned by the data sets used for training the ANt also reducing the
computational workload.

This study was carried out in the context of decignaking for groundwater
abstraction licensing in England and Wales. Thdyshas helped to inform the
development of operational methods currently inlasexploring the effects of
controlling factors on spatial distributions anahé+series of river flow depletions for a
range of generic hydrogeological settings, andighlighting the need to relax the
assumption that all water abstracted from a bosshas an impact only on the nearest
river. This paper has demonstrated the succesgflication of this approach for
modeling river-aquifer interactions, and its potainfior modeling more complex

hydrological systems.

Acknowledgements

The authors thank: Prof. P.E. O’Connell for theéi&hisuggestion of using ANN’s
in this context; S. Fletcher, J. Aldrick, D. Headt D. Burgess, P. Hulme, and other
Agency staff who have contributed to the study; Bhdurray who developed a
graphical interface for the ANN model. The works#anded by the Environment

Agency as R&D project number W6-046.

25



10

11

12

13

14

15

16

17

18

19

20

21

22

REFERENCES

Adams, R. and Parkin, G. 2002. Development of glemlisurface — groundwater — pipe
network model for the sustainable management dtikagroundwater. Env. Geoli2,
513-517.

Aller, L., Bennet, T., Lehr, J.H., Petty, R.J., dthalckett, G. 1987. DRASTIC: a
standardized system for evaluating ground watdupoh potential using hydrogeologic
settings. US Environmental Protection Agency, Adklahoma. Report No EPA/600/2-
87-036. 455pp

Brettell, E.J. 1971. Report on the Lambourn VaR#gpt Scheme, 1967-1969. Thames
Conservancy, Reading.

Birkinshaw, S.J., Parkin, G. and Rao, Z. in prés=ural Networks and Numerical
Models — A Hybrid Approach for Predicting Groundesaf\bstraction Impacts. J.
Hydroinformatics.

Butler, J.J., Zlotnik, V.A. and Tsou, M.-S. 200Iralvdown and stream depletion
produced by pumping in the vicinity of a partiglignetrating stream. Ground Water,
39(5), 651-659.

Carey, M.A. and Chanda, D. 1998. Modelling the laydic relationship between the
River Derwent and the Corallian Limestone aqui€grJ. Eng. Geol. and Hydrogedl,
63-72,

Chen, M., Soulsby, C., and Willetts, B. 1997. Mdidgl river-aquifer interactions at the
Spey Abstraction Scheme, Scotland: implicationsafprifer protection. Q. J. Eng. Geol.

and Hydrogeol.30, 123-136.

26



10

11

12

13

14

15

16

17

18

19

20

21

22

23

Conrad, L.P. and Beljin, M.S. 1996. Evaluation ofiaduced infiltration model as
applied to glacial aquifer systems. Water Resoull. B32, 1209-1221.

Cross, G.A., Rushton, K.R. and Tomlinson, L.M. 19BBe East Kent Chalk Aquifer
during the 1988-92 Drought. J. Inst. of Water and.Bvian.,9, 37-48.

Dillon, P.J. 1983. Stream-aquifer interaction madél review. Inst. Engrs, Australia,
Civil Eng. Trans.25, 107-113.

Di Matteo, L. and Dragoni, W. 2005. Empirical rédatships for estimating stream
depletion by a well pumping near a gaining stre@nound Water43(2), 242-249.
Downing, R.A. 1993. Groundwater resources, therettgpment and management in the
UK: a historical perspective. Q. J. Eng. Geol. alydrogeol.,26, 335-358.

Downing, R.A., Ashford, P.L., Headworth, H.G., Ow&h, and Skinner, A.C. 1981. The
use of groundwater for river augmentatidn.Argent, C.R., and Griffin, D.J.H. (Eds.), A
Survey of British Hydrogeology 1980. Royal Socjdtgndon. pp 153 —171.

Ewen, J., Parkin, G. and O'Connell, P.E. 2000. BR#&N: a coupled surface/subsurface
modelling system for 3D water flow and sediment soldte transport in river basins.
ASCEJ. Hydrologic Eng 5, 250-258.

Freeze, R.A. and Cherry, J.A., 19@oundwater. Prentice-Hall.

Foreman, T.L. and Sharp, J.M. 1981. Hydraulic prioggeof a major alluvial aquifer - an
isotropic, inhomogeneous system. J. HydE3,,247-268.

Gray, R. 1995. An investigation of the MalmesbumoA Catchment in the Cotswolds of
Southern England. In Younger, P.L. (Ed.) Modellingr-aquifer interactions. British
Hydrological Society Occasional Paper No. 6. pb40-

Harbaugh, A.W. and McDonald, M.G. 1996. User's doentation for MODFLOW-96:

27



10

11

12

13

14

15

16

17

18

19

20

21

22

23

an update to the USGS Modular Finite-Differenceu@aWater Flow Model. US
Geological Survey Open File Report 96-485.

Hantush, M.S. 1965. Wells near streams with semiipes beds. J. Geophys. ReA),
2829-2838.

Headworth, H.G., Keating, T. and Packman, M.J. 18&ence for a shallow highly-
permeable zone in the Chalk of Hampshire, UK. Jrdly, 55, 93-112.

Heath, R.C. 1984. Ground Water Regions of the drates. US Geological Survey
Water Supply Paper 2242, 78pp.

Hedayat, A.S, Sloane, N.J.A. and Stufken, J. 1@®8hogonal Arrays: Theory and
Applications. Springer-Verlag, New York.

Hunt, B. 1999. Unsteady stream depletion from gdwater pumpingGround Water,
37,98-102.

Keating, T. 1982. A Lumped Parameter Model of allCAguifer-Stream System in
Hampshire, United Kingdom. Ground Wat20, 430-435.

MacDonald, A.M. and Allen, D.J. 2001. Aquifer propes of the Chalk of England. Q. J.
Eng. Geol. and HydrogeoB4, 371-384.

McDonald, M.G. and Harbaugh, A.W. 1988. A modulaee-dimensional finite-
difference ground-water flow model. UG Geol. Surech. Water-Resource Inv., Book
6, Ch, Al.

Modica, E., Reilly, T.E. and Pollock, D.W. 1997 tteens and age distribution of ground-
water flow to streams. Ground Wat8§, 523-537.

Morel, E.H. 1980. The use of a numerical modehmmanagement of the Chalk aquifer

in the Upper Thames Basin. Q. J. Eng. Geol. andégebl, 13, 153-165.

28



Owen, M. 1991. Groundwater abstraction and rivew4. J. Inst. of Water and Env.
Man.,5, 697-702.

Parkin, G. and Adams, R. 1998. Using catchment feofte groundwater problems:
evaluating the impacts of mine dewatering and gilauater abstraction. In Wheater, H. and

Kirkby, C. (Eds.) Hydrology in a Changing EnvironmieVolume II, John Wiley and Sons,

10

11

12

13

14

15

16

17

18

19

20

21

22

23

Chichester, pp. 269-280.

Prudic, D.E. 1989. Documentation of a computer @ogto simulate stream-aquifer
relations using a modular, finite-difference, grdwater flow model: US Geological
Survey Open-file Report 88-729.

Rao, Z., and Jamieson, D.G. 1997. The use of naeetalorks and genetic algorithms for
design of groundwater remediation schemes. Hydra.Earth System Sci,, 345 —
356.

Rao, Z., and O’Connell, P.E. 1999. Integrating AN2sl process-based models for
water quality modelling.In Proceedings of the Second Inter-Regional Conferenc
Environment-Water, Lausanne, Switzerlarti-14" September 1999.

Robins, N.S. 1999. Groundwater occurrence in thedrd?alaeozoic and Precambrian
rocks of the UK: implications for source protectidninst. of Water and Env. Mais3,
447 — 453.

Robins, N.S., Jones, H.K. and Ellis, J. 1999. Anifeq management case study - The
chalk of the English South Downs. Water Resour. ME8) 205-218.

Rushton, K.R. 20035roundwater Hydrology: Conceptual and Computational Models. J
Wiley, Chichester.

Rushton, K.R., Connorton, B.J. and Tomlinson, L1989. Estimation of the

29



10

11

12

13

14

15

16

17

18

19

20

21

22

23

Groundwater resources of the Berkshire Downs supg@dry mathematical modelling. Q.
J. Eng. Geol. and Hydrogea?2, 329-341.

Rushton, K.R. and Tomlinson, L.M. 1995. Interacti@mtween rivers and the Nottingham
Sherwood Sandstone Aquifer. In Younger, P.L. (Btbylelling river-aquifer
interactions. British Hydrological Society OccasabRaper No. 6. pp. 101-116.
Seymour, K.J., Wyness, A. and Rushton, K.R. 199 Fylde aquifer -a case study in
assessing the sustainable use of groundwater soumcé/heater, H. and Kirkby, C. (Eds.)
Hydrology in a Changing Environment, Volume I, ddNiley and Sons, Chichester, pp.
253-268.

Sophocleous, M., Koussis, A., Martin, J.L., andkifes, S.P. 1995 Evaluation of
Simplified Stream-Aquifer Depletion Models for Wakights Administration. Ground
Water,33, 579-588.

Spalding, C.P. and Khaleel, R. 1991. An evaluatibanalytical solutions to estimate
drawdown and stream depletion by wells. Water Reses. 27, 597-6009.

Stang, O. 1980. Stream depletion by wells neaparsigial, rectilinear stream. Seminar
No. 5, Nordiske Hydrologiske Konference, Vemlademresented in Bullock, A., Gustard,
A., Irving, K., Sekulin, A. and Young, A. Low flowstimation in artificially influenced
catchments, Institute of Hydrology, Environment Agg R&D Note 274, WRc,
Frankland Road, Swindon.

Swain, E.D. 1994. Implementation and use of diflest-connections in a coupled
groundwater and surface-water model. Ground Wag139-144.

Theis, C.V., 1941. The effect of a well on the floha nearby stream. AnGeophys.

Union Trans.22, 734-738.

30



10

11

12

13

14

15

16

17

18

19

20

21

22

23

van Wonderen, J. and Wyness, A. 1995. The valafityethods used for Modelling of
river-Aquifer Interaction. In Younger, P.L. (Ed.)ddelling river-aquifer interactions.
British Hydrological Society Occasional Paper Nopp. 117-129.

Vasiliev, O.F. 1987. System modelling of the intdi@n between surface and
groundwaters in problems of hydrology. Hydrol. $cies J.32, 297-311.

Walford, M. (2001). Testing the IGARF Il (Impadt@roundwater Abstractions on
River Flows Phase Two) Model. Unpublished MSc disé®n, School of Civil
Engineering and Geosciences, University Of Neweagibn Tyne, UK.

Wilson, E.E.M. and Akande, O. 1995. Simulation bE8mflow Behaviour in Chalk
Catchments. In Younger, P.L. (Ed.) Modelling riaguifer interactions. British
Hydrological Society Occasional Paper No. 6. pf@-126.

Winter, T.C. 1984. Modelling the interrelationslupgroundwater and surface water. In
Schnoor, J.L. (Ed.) Modeling of total acid preaidon impacts. Acid Precipitation Series
Vol. 9, Butterworth, London. pp. 89-119.

Winter, T.C. 1995. Recent advances in Understaniti@gnteraction of Groundwater and
Surface-Water. Reviews of Geophysig3, 985-994.

Winter, T.C., Harvey, J.W., Franke, O.L. and All&y,M. 1998. Ground Water and
Surface Water - a single resource. U.S. Geolo@aaey Circular 1139. 79pp.
Wroblicky, G.J., Campana, M.E., Valett, H.M. andnbg C.N. 1998. Seasonal Variation
in surface-subsurface water exchange and lateparhgic area of two stream-aquifer
systems. Water Resour. Re®t, 317-328.

Younger, P.L. 1987. Stream-Aquifer Interactions R&view. NERC-WRSRU Research

Report 5, 115pp. Natural Environment Research GhuiNater Resource Systems

31



Research Unit, University of Newcastle Upon Tyne.

Younger, P.L. 1990. Stream-Aquifer Systems of tharfies Basin: Hydrogeology,
Geochemistry and modelling. PhD thesis, Universitiewcastle Upon Tyne. 388pp
Younger, P.L., Mackay, R. and Connorton, B.J., 1¥Bambed sediment as a barrier to
gorundwater pollution: Insights from fieldwork ambdelling in the River Thames basin.

J. Inst. of Water and Env. Man,,577-585.

32



1 Tablel SHETRAN Input variables

Symbol Description Units Range
D Distance of borehole from river m 25 —500 or 4,000
Q Abstraction rate m%/day 500 - 5,000 or 10,000
tss  Time between recharge peak and start alays 0 - 364
abstraction
tq Duration of abstraction days 1-365
Ka  Aquifer hydraulic conductivity m/day 0.1 -600
Ky,  Gravel aquifer hydraulic conductivity = m/day 1-600
S, Aquifer specific yield - 0.1-0.5
S,  Gravel aquifer specific yield - 0.1- 0.5
Ky,  River bed sediment hyd. conductivity = m/day 4*10° - 400
R Mean annual recharge mm/year 0-1000
Rs  Recharge seasonality - 0-1

2 The maximum distance of borehole from river is B®@r Setting 3, and 4,000 m for the

3 other settings.

4 The maximum abstraction rate is 5,008/day for Setting 3 and 10,000%day for the

5 other settings.

6 The input variables K, S, are not used for Setting 3. The input variables &, are not

7 used for Setting 2.

8 Recharge is applied evenly over the entire modated. It is represented as a sine curve,

9 with recharge seasonality being the difference betwthe maximum and minimum rates
10 of recharge (i.e. the amplitude of the sine funttioA value of 0 is a constant recharge.

11  Avalue of 1 gives a maximum range of values fra@rozo twice the mean.
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Table2 Output variables from second Neural Networ k

Symbol Description

& Curve shape a for flow depletion curve up to twhenax depletion

p: Curve shape p for flow depletion curve from ttmeetiof max depletion
Omad Q Max flow depletion/abstraction rate

tmaxtd Time of Max flow depletion/abstraction duration

& Curve shape a for flow depletion curve up to twhenax depletion

P2 Curve shape p for flow depletion curve from ttmeetiof max depletion
JendQ Ratio of depletion after 25 years to abstractaie

a1 Curve shape a for depletion profile in river adl @fi abstraction

Pr1 Curve shape p for depletion profile in river atlef abstraction

a2 Curve shape a for depletion profile in river atdiof max depletion
Pr2 Curve shape p for depletion profile in river atdi of max depletion

d Aquifer drawdown at 5 locations at time of maylé¢éon and 5 locations at end of

abstraction (m)

dw Drawdown in the abstraction well (m)
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Table3 Structure of Neural Networ k models

Neural Network model Node structure
ANN1-1 11-7-1
ANN1-2 11-11-22
ANN2-1 9-7-1

ANN2-2 9-11-22
ANN3-1 9-7-1

ANN3-2 9-11-22

" name refers to hydrogeological setting and modehlidity) or model 2
(prediction)

” input — hidden — output nodes
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Table4 Comparison of typical resultsfrom SHETRAN and the ANN modél

Simulation Maximum flow Time of maximum flow

depletion (m*/day) depletion (days)

SHETRAN 588 66

ANN 503 67

Table5 Comparison of resultsfrom ANN and Stang (1980) analytical model

Simulation M aximum flow Time of maximum flow

depletion (m*/day) depletion (days)

Stang analytical model 940 66
ANN (Setting 3) 503 67

Table6 Parameter values used to model Winterbourne Stream

Parameter ANN Units

Distance of borehole from 25 m

river

Aquifer transmissivity 1490 m?/day

Valley-fill transmisivity 4000 m?/day

Aquifer storage coefficient 0.1 -

Valley-fill specific yield 0.25 -

River width 5 m

Bed sediment hydraulic 0.894 m/day

conductivity

Bed sediment thickness 2.6,0.2and £ m

Mean annual recharge 376.55 mm

Date of peak recharge 27/02 -
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3 Figurel Schematic hydrogeological settings
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Figure5 Response curvesfor the effect of distance of borehole from theriver and abstraction duration on the maximum

depletion rate (after Walford, 2001)
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Figure7 L ocation and simplified geology of the Lambourn River (after Brettell, 1971)
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Figure8 River flow at Bagnor gauging station (after Walford, 2001)
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Figure9 Measured and ssimulated flow depletions for the Winter bour ne stream
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